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ABSTRACT

A new three-dimensional (3D) turbulent kinetic energy (TKE) subgrid mixing scheme is developed

using the Advanced Research version of the Weather Research and Forecasting (WRF) Model (WRF-

ARW) to address the gray-zone problem in the parameterization of subgrid turbulent mixing. The new

scheme combines the horizontal and vertical subgrid turbulent mixing into a single energetically con-

sistent framework, in contrast to the conventionally separate treatment of the vertical and horizontal

mixing. The new scheme is self-adaptive to the grid-size change between the large-eddy simulation

(LES) and mesoscale limits. A series of dry convective boundary layer (CBL) idealized simulations are

carried out to compare the performance of the new scheme and the conventional treatment of subgrid

mixing to the WRF-ARW LES dataset. The importance of including the nonlocal component in the

vertical buoyancy specification in the newly developed general TKE-based scheme is illustrated in the

comparison. The improvements of the new scheme with the conventional treatment of subgrid mixing

across the gray-zone model resolutions are demonstrated through the partitioning of the total vertical

flux profiles. Results from real-case simulations show the feasibility of using the new scheme in the WRF

Model in lieu of the conventional treatment of subgrid mixing.

1. Introduction

Historically, based on model grid size D and the energy-

containing turbulence scale le, two approaches for model-

ing atmospheric turbulence were developed. In mesoscale

numerical weather prediction (NWP) or general circula-

tion models (GCMs), D � le, which is referred to as the

mesoscale limit in this study. In this limit, one-dimensional

(1D) planetary boundary layer (PBL) schemes are usually

used to represent subgrid-scale (SGS) turbulent motions.

The other approach for simulating atmospheric turbulence

is the three-dimensional (3D) large-eddy simulation

(LES), where D � le (which is referred to as the LES

limit). In the LES limit, the most widely used LES SGS

models include the 3D Smagorinsky–Lilly (Smagorinsky

1963; Lilly 1967) and Deardorff (1980) 3D TKE-based

models (3DTKE).

As the resolution of NWP models steadily increases,

such that grid size becomes comparable to the typical

size of the energy-containing eddies (D; le), the grid

sizes fall within a ‘‘terra incognita’’ (Wyngaard 2004)

that is also referred to as the gray zone. In this regime,Corresponding author: Xu Zhang, zhangx@typhoon.org.cn
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neither traditional PBL schemes that are designed to

parameterize all PBL turbulence, nor LES SGS models

that are designed to resolve the energy-containing

eddies, perform appropriately.

Bridging the gap between the LES and mesoscale

limits presents a number of challenges. Wyngaard

(2004) provided a clear theoretical framework to

unify and guide the simulation of the subgrid turbu-

lent mixing in both limits. He proposed a unified clo-

sure concept transitioning between the LES and

mesoscale limit. Honnert et al. (2011) estimated the

subgrid/resolved partitioning of several turbulence

variables over a large range of scales, and provided a

reference for evaluating and designing the parame-

terization schemes in the gray zone. Shin and Hong

(2015) replaced the traditional nonlocal term (Troen

and Mahrt 1986; Noh et al. 2003) in the Yonsei Uni-

versity (YSU) model (Hong et al. 2006) with a pre-

scribed nonlocal heat flux profile that is diagnosed

from LES data, multiplying the corresponding grid-

size dependency functions with the local and nonlocal

profiles, to allow application of the YSU scheme to

the gray zone. Ito et al. (2015) simply weighted the

mesoscale dissipation length scale and horizontal

diffusion with an empirical function to extend the

Mellor–Yamada (MY) level-3 scheme to the gray

zone. They did not use the blending method of mixing

length and horizontal diffusion to merge the LES and

mesoscale limits. The above two studies modified the

conventional PBL parameterizations for the gray

zone, but might be inappropriate for the LES limit.

Boutle et al. (2014) used a simple weighting func-

tion to blend a conventional 1D nonlocal PBL pa-

rameterization with the 3D Smagorinsky–Lilly model,

based on the results of Honnert et al. (2011). The

blending scheme is scale dependent, allowing a single

parameterization to be used across resolutions, in-

cluding the LES and mesoscale limits. With this

blending scheme, they produced the seamless simu-

lation of stratocumulus at any scale across the gray

zone. Efstathiou and Beare (2015) explored the 3D

Smagorinsky–Lilly SGS model beyond the LES limit.

By bounding the vertical diffusion to its effective

values, they extended the 3D Smagorinsky–Lilly LES

model across the gray zone to the mesoscale limit. All

the schemes developed in the above studies are based

on the 3D Smagorinsky–Lilly model.

On the other hand, the 3DTKESGSmodel (Deardorff’s

model) has been frequently used for representing the

subgrid mixing in cloud-resolving models at kilometer

grid size (Klemp and Wilhelmson 1978; Bryan et al.

2003). Parodi and Tanelli (2010) found that the LES

turbulence closure ‘‘upscaled’’ to the gray zone is best

suited to simulate deep convection. However, there

are still concerns about the appropriateness of using

the LES closures with mesoscale grid sizes. Bryan et al.

(2003) suggested that since the LES closures were

originally designed for grid sizes in the inertial sub-

range, the LES closures cannot be used to simulate

faithfully deep moist convection with mesoscale grid

sizes. They pointed out that using the LES closure is

not suitable for simulations with grid size of order

1 km. Kurowski and Teixeira (2018) proposed a prag-

matic scale-adaptive TKE closure to merge the LES

and mesoscale limits using a scale-adaptive mixing-

length formulation. However, they only applied the

eddy-diffusivity closure without considering the non-

local term and its scale adaptivity.

The objective of this study is to develop a unified

scale-adaptive 3D TKE-based closure that can be

used across resolutions, including the completely

unresolved/resolved extremes (LES and mesoscale

limits). We propose to extend the original 3DTKE

model (Deardorff 1980) that is usually used as an

LES SGS model to the mesoscale limit in the

framework of the Advanced Research version of the

Weather Research and Forecasting (WRF) Model

(WRF-ARW). Further, we develop a method to

modify the 3DTKE model to make it appropriate for

the range of scales between LES and mesoscale

limits. As a test of the method, the modified 3DTKE

model is applied to both idealized and real-data cases.

A comparison with LES results and with output from

several PBL parameterizations is used for evaluation. It

should be noted that the present study focuses on the

gray zone problem of the dry convective boundary

layer (CBL).

This paper is organized as follows: section 2 gives a

review of the governing equations of SGS turbulence at

all scales, and provides the theoretical background for

simulating the SGS turbulence in the mesoscale and

LES limits. Section 3 describes the benchmark LES and

the coarse-graining method. Section 4 presents the

methodology for the extension to the original LES

3DTKE model, including the determinations of non-

local flux and master length scale, and implementation

of horizontal diffusion. Having developed a new

3DTKE scheme, the performance of the new scheme

was evaluated by comparing various resultant pro-

files from conventional 1D TKE-based PBL schemes

against the LES benchmark dataset for the idealized

CBL case, presented in section 5. In addition, real-

case simulations were carried out to test the newly

developed scheme; results are presented in section 6.

Section 7 gives the conclusions along with further

discussion.
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2. Governing equations of subgrid-scale turbulence
at all scales

In this section, it is shown that the simulations of SGS

mixing in the LES and mesoscale limits actually are

based on the same set of governing equations, except for

different closures and assumptions in the respective

limits. The following discussion will provide the theo-

retical foundation for developing a single SGS turbu-

lence model running in both limits.

Lilly (1967) derived the transport equations for SGS

Reynolds stresses and heat fluxes, which are generally

valid mathematically for both LES and mesoscale

modeling. Solutions to the closure (or parameterization)

problem of these equations essentially depend on the

grid size of the numerical model. To facilitate the clo-

sure to these equations, Mellor (1973) and Mellor and

Yamada (1982) proposed the level-4 model using clo-

sure assumptions for unknown second- and third-order

terms. FollowingMellor and Yamada (1974), the level-4

model is then simplified to a level-3 model, in which

the differential equations for SGS stress and flux are

reduced to algebraic equations. For the sake of sim-

plicity in discussion, the algebraic equation of the

deviatoric SGS stress (i 6¼ j) in the level-3 model is

considered to be
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The algebraic equation of the SGS heat flux in the level-

3 model is written as
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Here, ui are the velocity components (i5 1, 2, 3), uy is

the virtual potential temperature, and g is gravity. The

overbars denote the quantities that are resolved by a

numerical model, and primes denote deviations from

the resolved quantities. The terms l1 and l2 are length

scales that are proportional to the master mixing length

scale l, C1 is a nondimensional constant, and e5 u02
i /2 is

the turbulent kinetic energy. The first two terms on the

right-hand sides of Eqs. (1) and (2) are the flux pro-

ductions by the local gradient of the mean state, while

the third term defines the flux production by buoyancy.

In the CBL, coherent structures due to buoyancy

dominate the vertical turbulent flux in a nonlocal way

(Shin and Hong 2013; Hellsten and Zilitinkevich

2013). The flux production by buoyancy in Eqs. (1)

and (2) can be regarded as the nonlocal effect. From

the perspective of local and nonlocal components,

Eqs. (1) and (2) can be expressed by conventional

eddy-diffusivity models including the nonlocal effects

as follows:
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where superscripts M, H, and NL indicate momentum,

heat, and nonlocal, respectively. Thus, the flux can be

decomposed into two components: the local flux due to

the gradient of mean fields and the nonlocal flux due

to the buoyant-production terms. Note that the non-

local terms are only retained in the vertical. The ne-

glect of the production by the tilting caused by

the mean velocity gradient in Eq. (4) may result in the

underestimation of SGS flux (Wyngaard 2004). In the

level-3 model, the nonlocal effect is directly related to

the buoyancy. Wyngaard (2004) emphasized that the

eddy diffusivity is a second-order tensor rather than

a scalar.

Wyngaard (2004) assessed the importance of buoyant-

production terms (nonlocal terms) at different grid

sizes. The relative importance of the buoyancy pro-

duction term (nonlocal effect) decreases with in-

creasing le/D, that is, in the mesoscale limit (D � le) the

buoyant-production term is very important, while in

the LES limit (D � le), the direct effects of buoyancy

on the SGS turbulence budgets are small.

On the other hand, the SGS turbulent closures typi-

cally used in mesoscale models and LES are of the same

scaling expression with K; le1/2 and the TKE dissipa-

tion rate «; e3/2/l, with the master mixing length l taken

as lMeso in mesoscale models and lLES in LES. It is very

important to represent the master mixing length in both

limits. The mixing length expression is one of the main

differences between the LES and mesoscale simulation

closures.

a. LES limit

The LES limit implies two assumptions: 1) the grid

size is well within the inertial subrange, and 2) the

grid size is much smaller than the scale of the energy-

containing eddies to be simulated (D � le) (Bryan et al.

2003). Following Wyngaard (2004), the buoyancy pro-

duction terms in Eqs. (3) and (4) are neglected. That is,

the nonlocal mixing is explicitly calculated, and only
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small-scale eddies are parameterized, thus the local

eddy-diffusivity formulation is suitable for the LES

closures.

If all production terms (including the buoyancy

production term) except those involving the temper-

ature gradient in the direction of the flux are dropped,

the level-3 equation for SGS heat flux [Eq. (4)] is re-

duced to the standard eddy-diffusivity model in the

LES limit:

u
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iu
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52K

H
›u/›x

i
. (5)

The level-3 equation for deviatoric SGS stress [Eq. (3)]

is also reduced to the eddy-diffusivity model as

follows:
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The most widely used SGS models in LES include the

3D Smagorinsky–Lilly model and Deardorff’s 3DTKE

model. In the 3DTKE model, a full 3D TKE equation is

solved:
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The turbulent and pressure transport term is usually

parameterized as
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and the TKE dissipation rate as
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c
«
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where c« is a dissipation coefficient, KM 5 ckle
1/2

and KH 5KMP
21
r , Pr is the turbulent Prandtl number,

and ck is a dimensionless constant. The SGS stress and

flux are parameterized based on Eqs. (5) and (6).

In the LES limit where the grid size lies within the

inertial subrange, it is assumed that the most energetic

parameterized eddies are just a little smaller than the

grid size. Deardorff’s mixing length is commonly ap-

plied, which is given as the minimum of the scale ad-

justed for stability and the grid size:
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where Ds5 (DxDyDz)1/3, and N is the Brunt–Väisälä
frequency. The 3DTKE model is widely used in LES

because of its adequate accuracy in representing small-

scale motions (Antonelli and Rotunno 2007; Moeng

et al. 2007; Catalano and Moeng 2010).

The Smagorinsky–Lilly model is designed to sim-

ulate the energy transfer from resolved to un-

resolved scales across an inertial subrange of locally

isotropic 3D turbulence. In the Smagorinsky–Lilly

model, the deviatoric or traceless component of

the SGS stress tdij 5 (uiuj 2 uiuj)2 1/3(ukuk 2 ukuk)dij
is closed by
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which is the same as the expression in Eq. (6). The eddy

diffusivity K is a function of resolved deformation. This

eddy-diffusivity model was proposed by Lilly (1967) as

the ‘‘simplest reasonable closure assumption’’ for SGS

stress. The Smagorinsky–Lilly model can be viewed as

a simplification of the level-3 model for SGS stress in

Eq. (1) (Wyngaard 2004).

b. Mesoscale limit

In mesoscale simulations with horizontal grid sizes

D considerably larger than the scale of energy-

containing eddies (D � le), the boundary layer is

assumed to be horizontally homogeneous. It is

common practice in mesoscale simulations to treat

the vertical and horizontal diffusions separately.

Conventional 1D PBL schemes are usually used to

represent vertical mixing. Horizontal diffusion is

usually treated by the simple eddy-diffusivity formu-

lation and uses the deformation-based diffusivity co-

efficients. For instance, in the WRFModel, horizontal

diffusion is based on a 2D first-order Smagorinsky

closure, which is most often used with a 1D PBL

scheme that independently handles the vertical

diffusion. Horizontal diffusion requirements are

largely a function of numerical constraints such as

computational stability and small-scale noise (Deardorff

1985; Jablonowski and Williamson 2011). So, phys-

ical or energetic inconsistency may exist in this

implementation.

According to Wyngaard (2004), the role of nonlocal

buoyancy flux becomes more important as the grid size

increases. In the mesoscale limit, the model cannot

maintain any turbulence and the inclusion of the non-

local terms is necessary. Then if onemakes the boundary

layer approximation and retains the term involving the

scalar gradient in the direction of the flux, the level-3

model of SGS stress and flux in Eqs. (3) and (4) is re-

duced to
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which are the popular forms in the 1D PBL scheme.

The terms KMy and KHy are vertical eddy diffusivity

for momentum and heat, respectively. The eddy dif-

fusivity is usually approximated as a scalar rather

than a tensor. The vertical eddy diffusivity also takes

the form of KMy ; lMesoe
1/2, where lMeso is the vertical

mixing length in the mesoscale, and KHy 5KMyP
21
r . In

the mesoscale limit, in which the grid size is much

larger than the size of the energy-containing eddies

and all 3D turbulent motions are unresolved, the

mixing length formulation would be different from

that of the LES limit. In regard to the nonlocal term, there

are many definitions based on different assumptions, es-

pecially forw
0
u
0NL

(Troen andMahrt 1986;Deardorff 1972;

Holtslag and Moeng 1991; Siebesma et al. 2007; Noh et al.

2003; Shin and Hong 2015), which will be discussed later.

On the other hand, SGS horizontal fluxes can be

expressed by eddy-diffusivity formulations,
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whereKMh andKHh are horizontal eddy diffusivities for

momentum and heat, respectively. In the WRF Model,

KMh and KHh are calculated by 2D Smagorinsky first-

order closure based on the horizontal resolvable-scale

velocity deformation.

From the above discussion, the two approaches for

simulating subgrid turbulent mixing (LES and meso-

scale simulation) appear different. Actually, the exact

but unclosed governing equations for subgrid turbulent

mixing in these two approaches are mathematically

identical. Historically, based on the assumption of scale

separation, the conventional subgrid turbulent mixing

in mesoscale models and LES implemented different

closure schemes. Wyngaard (2004) conceptualized a

generalized closure to unify the governing equations

for subgrid mixing across mesoscale and LES limits.

In support of Wyngaard’s theory, we explore ways to

unify the mesoscale simulations and LES in a single

code that allows the transition between LES and

mesoscale limits based on the 3DTKE model using

the WRF framework.

As mentioned above, the SGS mixing parameteriza-

tion in the mesoscale modeling mainly differs from the

LES SGS model in two key aspects, including the de-

termination of nonlocal flux (heat and momentum) and

the determination of length scale suitable for the me-

soscale. Therefore, after describing the benchmark LES,

we will determine the nonlocal heat flux and the master

mixing length suitable for the mesoscale limit based on

the LES output data.

3. The benchmark LES

For the benchmark LES, the standard LES config-

uration of the WRF Model was used (Skamarock

et al. 2008), and the simulation was performed over a

30 km 3 30 km domain with a horizontal grid size of

50m. The model top is at 2 km with 100 approxi-

mately equally spaced vertical layers. The lateral

boundary conditions in the x and y directions are

cyclic. The benchmark LES was driven by surface

heat flux (Q0 5 0.24Km s21 or about 273Wm22) and

geostrophic wind in the x direction (Ug 5 10m s21).

The 3DTKE model (Deardorff 1980) is selected for

SGS turbulence parameterization. Time integration

is performed with a time step of 0.2 s for a 4-h period.

The initial sounding of the potential temperature is

u5

8<
:

300K : 0, z# 925m
300K1 (z2 925m) 3 0:0536Km21 : 925, z# 1075m
308:05K1 (z2 1075m) 3 0:003Km21 : z. 1075m

. (16)

The LES output was used to determine the nonlocal

heat flux and evaluate the performance of the newly

developed 3DTKE scheme. The coarse-graining ap-

proach was used as a tool to examine model behavior

with varying grid size (Honnert et al. 2011; Shin and

Hong 2015). In the coarse-graining method, succes-

sive horizontal spatial means are applied to the

original LES fields to derive lower resolution fields,

which are considered to be the ‘‘truth’’ for the lower

resolution.

4. Methodology

Our starting point is the original 3DTKEmodel in the

WRF-ARW, whose closures are based on Eqs. (5), (6),

(8), and (9). Because Eqs. (5) and (6) represent only the
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local terms, in this section we present specific techniques

for the determinations of nonlocal heat/momentum

fluxes, which will be added toEqs. (5) and (6), in order to

apply these equations on the full range of scales from

mesoscale to LES limits. Then, we will determine the

master mixing length for the mesoscale limit, and pro-

pose algorithms for the transitioning of vertical and

horizontal diffusions between LES andmesoscale limits,

based on the 3DTKE model within the framework

of WRF.

a. Analysis and determination of nonlocal heat flux

From the above discussion, the nonlocal effect due to

buoyancy is very important in the mesoscale limit. As

shown in Eq. (13), the popular format for the SGS heat

flux in themesoscale limit can be expressed as the sum of

the eddy-diffusivity (local) component and nonlocal

component. This subsection describes a method to de-

termine the nonlocal component, following the methods

of Shin and Hong (2013, 2015).

First, the mesoscale grid box in the dry CBL is con-

sidered to consist of convective updrafts and environ-

mental air. Using the LES solution, these turbulent

motions can be explicitly resolved. Therefore, the total

turbulent heat flux can be decomposed into three terms

(Siebesma and Cuijpers 1995; Siebesma et al. 2007):

w
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where a is the areal fraction of the convective updrafts

in the grid box. The overbar indexed c (e) denotes an

average of the perturbations from the convective

updraft (environmental) average within the area-

designated convective (environment). The subscript

c (e) refers to an average over the convective updraft

(environmental) area. The first term is the turbulent

heat flux in the convective updraft; the second de-

scribes the environmental turbulence, while the third

term describes the organized turbulence term. In the

present study, in the dry CBL, the first two terms can

be considered to be the local heat flux due to small

eddies, while the third term can be understood to be

nonlocal heat flux induced by coherent structures

(i.e., large eddies). Therefore, we can separate the

local (L) and nonlocal (NL) heat flux as

w
0
u
0NL

5 a(12 a)(w
c
2w

e
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c
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e
) , (18)

w
0
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u
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1 (12 a)w
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u
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. (19)

The conditional sampling method of Siebesma et al.

(2007) is used to identify the coherent structures and

distinguish the nonlocal transport from the total

transport, based on the magnitude of the vertical

velocity:

w(x, y, z).w
p%

(z) . (20)

The p-percentile velocity wp%(z) is defined as the

vertical velocity for which exactly p% of the grid

points exceed wp%(z) at height z. Here, p5 15 is used.

There are many studies addressing how best to quan-

tify the contribution of the coherent structures to

the total flux (Lenschow and Stephens 1980; Greenhut

and Khalsa 1982; Schmidt and Schumann 1989;

Couvreux et al. 2010; Hellsten and Zilitinkevich

2013). Note that there is no unique and strict way to

separate the coherent structures from the envi-

ronmental turbulence as the two kinds of motion

are strongly intertwined. In reality, the nonlocal

transports drive the local mixing through the tur-

bulence cascade, thus there is no spectral gap

separating them.

Based on the formulations of Eqs. (18) and (19), the

total SGS heat flux can be decomposed into SGS non-

local and local heat flux at different resolution of D as

follows:

w
0
u
0D,NL

5 aD(12 aD)(wD
c 2wD

e )(u
D
c 2 uDe ) , (21)

w
0
u
0D,L

5 aDw
0
u
0D,c

1 (12 aD)w
0
u
0D,e

1 f D , (22)

FIG. 1. Vertical profiles of horizontally averaged SGS nonlocal

heat flux for different resolutions (9 km, 3 km, 1 km, 500m, and

250m), normalized by the surface heat flux. The vertical axis is

height z normalized by the PBL depth zi.
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where f is the SGS heat flux from the LES SGS model.

By applying the coarse-graining method to the LES

data, together with the conditional sampling technique,

explicit solutions to the above equations can be derived.

Using Eq. (21), vertical profiles of the SGS nonlocal

heat flux for different resolutions are diagnosed from the

benchmark LES, and are shown in Fig. 1. The magnitudes

and vertical profiles are similar to those of Hellsten and

Zilitinkevich (2013) and Shin and Hong (2015). The role

of the SGS nonlocal flux is to cool the surface layer and

warm the mixed layer. Negative heat flux can be found in

the entrainment zone. The magnitude of the SGS non-

local heat flux is decreasing as the grid size decreases,

which means that the nonlocal component is explicitly

represented by the model dynamics. This implies that in

the LES limit, parameterizing the turbulent flux through

the eddy-diffusivity formulation is appropriate only if the

LES is converged at the resolution of 50m, and that in the

mesoscale limit, the effect of nonlocal transport is nec-

essary to accurately represent the SGS flux. This finding is

consistent with the theoretical analysis of Wyngaard

(2004). As the grid size increases to the mesoscale limit,

the vertical profile of the SGS nonlocal heat flux con-

verges to a single profile (cf. profiles for 3 and 9km in

Fig. 1). Based on this analysis, it can be assumed that at a

resolution of 9km, all the nonlocal heat flux is subgrid.

Following the method of Shin and Hong (2013), the

vertical profile of the nonlocal heat flux is designed to fit

the domain-averaged LES profile at the mesoscale limit

(i.e., the profile at a resolution of 9km) (Fig. 2). The

nonlocal heat flux consists of three parts: surface-layer

cooling, mixed-layer heating, and entrainment. It is a

linear function of z* (z*[ z/zi):

w
0
u
0NL

5

8>><
>>:

w
0
u
0NL

SL 5A
1
z*1B

1
: 0:0# z*# d*SL

w
0
u
0NL

ML 5A
2
z*1B

2
: d*SL # z*# 1:02 d*EZ

w
0
u
0NL

EZ 5A
3
z*1B

3
: 1:02 d*EZ # z*# 1:0

,

(23)

where zi is the PBL height, which is simply defined as the

lowest level at which the potential temperature is 0.5K

larger than that at the firstmodel level; d*SL is the thickness

of the surface layer (d*SL 5 0.08); and d*EZ [ dEZ/zi,

where dEZ is the thickness of the entrainment zone. Solving

the linear system, the coefficientsA1,A2,A3,B1,B2, andB3

are determined as follows:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

A
1
5w

0
u
0NL

ML(z*5 d*SL)/d*SL

B
1
5 0

A
2
52w

0
u
0NL

ML(z*5 d*SL)/[(12 d*EZ)2 d*SL]

B
2
52(12 d*EZ)A2

A
3
5A

R,NL
w

0
u
0
SFC

/d*EZ

B
3
52(12 d*EZ)A3

. (24)

According to Deardorff et al. (1980) and Noh et al. (2003),

the thickness of the entrainment zone is estimated as

FIG. 2. The vertical profile of the prescribed total nonlocal heat

flux, expressed by Eq. (23). The horizontal axis is normalized by the

surface heat flux. The vertical axis is height z normalized by the

PBL depth zi.

FIG. 3. Partition functions for SGS local [PL(D/zi), (blue dashed)]

and nonlocal [PNL(D/zi), (red solid)] heat flux.
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dEZ/zi 5 d1 1 d2Ri21

* . The empirical constants d1 5 0:02

and d2 5 0:05 are used. The term Ri*5 (g/u0)ziDu/w2
m is

the convective Richardson number. Here Du is the change

of potential temperature across the inversion layer, and

wm is a velocity scale that considers both buoyancy and

surface-shear effects (Moeng and Sullivan 1994):

w3
m 5w3

*1 5u3

*;w* is the convective velocity, and u* the

surface friction velocity.

Lenschow (1974) suggested that w
0
u
0
ML(z*)5

(12 1:15z*)w
0
u
0
SFC for 0, z*# 0:87. The ratio of non-

local heat flux to total heat flux w
0
u
0NL

ML(z*)/w
0
u
0
ML(z*) is

set to 0.65 based on the LES data analysis. The variable

AR,NL is the ratio of nonlocal entrainment flux to the

surface flux [AR,NL [w
0
u
0NL

EZ(z*5 1:0)/w
0
u
0
SFC], and can

be estimated as AR,NL 5 fentAR, where the empirical

constant fent 5 2:0 is used here. Suggested by Conzemius

and Fedorovich (2006), the ratio of entrainment flux to

the surface flux AR [AR [w
0
u
0
(z*5 1:0)/w

0
u
0
SFC] is esti-

mated as

A
R
5

w3
m

w3

*

0:2

12 0:4Ri21
GS

. (25)

The quantity RiGS is the Richardson number associated

with the entrainment zone shear.

b. Determination of nonlocal momentum flux

Following the suggestion by Brown and Grant (1997)

and Noh et al. (2003), the effect of nonlocal momentum

flux is included in the momentum flux profile and added

only to the vertical component of the 3D SGS flux

[Eq. (6)]:

u0w0 52K
My

�
›u

›z
1

›w

›x

�
1K

My
g
m
. (26)

The countergradient term gm of momentum flux is

given as

g
m
52S

m

u2

*
w

s
z
i

�
w*
w

s

�3

, (27)

where the velocity scale ws 5 (u3

*1 8kw3

*z/zi)
1/3
. The

empirical constant Sm 5 15.9 is used following Noh

et al. (2003).

c. Determination of the vertical master mixing length ly

To extend the 3DTKE model to the mesoscale limit,

the turbulent length scale in the boundary layer should

FIG. 4. Vertical profiles of horizontally averaged potential temperature for the (a) newly developed 3DTKE, (b) MYJ, (c) MYNN2.5,

(d) MYNN3, and (e) BouLac schemes, at different resolutions (9 km, 3 km, 1 km, and 500m) at 4 h. The heavy black line shows the result

from the benchmark LES run.
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be highly correlated with the distance from the

ground, structure and strength of the turbulence,

and local thermal stability. Considering these ef-

fects, the length scale formulation of the Mellor–

Yamada level-3 (MYNN) scheme (Nakanishi and

Niino 2009) is chosen to be used in the new scheme,

in which the vertical master mixing length ly (lMeso)

is determined by a harmonic average of three length

scales as

1

l
y

5
1

l
Meso

5
1

L
S

1
1

L
T

1
1

L
B

, (28)

where LS is the mixing length in the surface layer con-

trolled by the effects of wall and stability, LT is the

mixing length depending on the turbulent structure of

the PBL (Mellor and Yamada 1982), and LB the mixing

length limited by the thermal stability. The LS, LT, and

LB are given by

L
S
5a

1
kz , (29)

L
T
5a

2

ð‘
0

e1/2z dzð‘
0

e1/2 dz

, (30)

L
B
5

(
[a

3
e1/2 1a

4
e1/2(q

c
/L

T
N)1/2]/N , ›u/›z. 0

‘ , ›u/›z# 0
.

(31)

In addition to the above length scale, a minimum limit of

mixing length is defined by

L
f
5

(
a
3
e1/2/N , ›u/›z. 0

‘ , ›u/›z# 0
. (32)

Finally, the vertical master mixing length is de-

termined by

l
Meso

5min[L
B
/(L

B
/L

S
1L

B
/L

T
1 1),L

f
], (33)

wherea1,a2,a3, anda4 are empirical constants;k is the von

Kármán constant; N is the Brunt–Väisälä frequency; and

qc [ [(g/u0)Q0LT ]
1/3 is a velocity scale similar to the con-

vective velocityw*.Note that theLS formulation is different

from that of the MYNN level-3 scheme; a simplified ex-

pression is used in the present study. In this study, a1 5 1:9,

a2 5 0:9, a3 5 1:0, and a4 5 5 are set by matching the heat

flux profile with LES data. Note that this method of calcu-

lating the mixing length is only in the vertical. The im-

plementation of horizontal diffusion will be discussed later.

FIG. 5. As in Fig. 4, but for the total vertical heat flux.
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d. Transition between the LES and mesoscale limits

The SGS heat flux for a particular grid size D can be

divided into the local and nonlocal components:

w
0
u
0D
52KD

Hy

›u

›z
1w

0
u
0D,NL

5w
0
u
0D,L

1w
0
u
0D,NL

, (34)

where the subscript y refers to vertical. Because higher-

resolution simulations better resolve turbulent heat flux

and the large eddies responsible for nonlocal heat flux,

the SGS nonlocal flux term is downweighted by the

partition function PNL(D/zi):

w
0
u
0D,NL

5w
0
u
0NL

P
NL

(D/z
i
) , (35)

where the total SGS nonlocal heat flux w
0
u
0NL

is de-

termined by Eq. (23). In the LES limit, PNL(D/zi)5 0, so

there is no nonlocal heat flux, and Eq. (34) becomes the

eddy-diffusivity formulation, which is commonly used in

the LES closure. ForD� zi,PNL(D/zi)5 1 and the entire

nonlocal term is retained. The calculations of the par-

tition functions are given in the appendix, and the re-

sulting curves are shown in Fig. 3.

The SGS local heat flux is parameterized using the

eddy-diffusivity formulation, and also decreases as grid

size decreases. The vertical heat eddy diffusivities for D
are written as KD

Hy 5LDe
1/2, thus the SGS local heat flux

for D can be expressed by

w
0
u
0D,L

52KD
Hy

›u

›z

D

52L
D
e1/2

›u

›z

D

. (36)

The length scale LD is obtained by blending the LES

length scale LLES 5 ck1lLES and the mesoscale length

scaleLMeso 5 ck2lMeso, weighted by the partition function

PL(D/zi) for local heat flux, where ck1 and ck2 are di-

mensionless constants:

L
D
5P

L
(D/z

i
)L

Meso
1 [12P

L
(D/z

i
)]L

LES
. (37)

Therefore, when at the mesoscale limit PNL(D/zi)5 1

and PL(D/zi)5 1 (Fig. 3), the mixing length scaleLMeso

and the nonlocal term w
0
u
0NL

are used to make the

model suitable for the mesoscale, while at the LES

limit PNL(D/zi)5 0 and PL(D/zi)5 0 (Fig. 3), the orig-

inal Deardorff’s 3DTKE model is recovered. Note

that the dimensionless constants ck1 and ck2 are dif-

ferent at LES and mesoscale limits; in this study ck1 5
0.1 and ck2 5 0.4 give the best results. The methods of

blending the mixing length and downweighting the

FIG. 6. As in Fig. 4, but for the u component of mean wind.

2032 MONTHLY WEATHER REV IEW VOLUME 146



nonlocal term are from Boutle et al. (2014) [see their

Eqs. (2) and (4)].

In terms of the dissipation rate for different D in the

TKE equation,

«
D
5

e3/2

L
«D

, (38)

the dissipation length scaleL«D is determined by blending

the LES length scale L«LES 5 c«1lLES and the mesoscale

length scale L«Meso 5 c«2lMeso using the partition function

PTKE(D/zi):

L
«D
5P

TKE
(D/z

i
)L

«Meso
1 [12P

TKE
(D/z

i
)]L

«LES
. (39)

The dissipation coefficient for LES, c«1 5 1/(0:191
0:74lLES/Ds), is the typical value used in Deardorff’s

original 3DTKE model (Deardorff 1980). In the me-

soscale limit, the dissipation coefficient c«2 5 3:5 is used

in this study. The TKE dissipation rate approaches

the LES limit as grid size decreases. In addition, the

scale dependency of the SGS momentum flux is ac-

complished by multiplying the partition function

for TKE, PTKE(D/zi), with the countergradient term

[Eq. (27)].

e. Implementation of horizontal diffusion

In the new 3DTKE scheme, a pragmatic blending

approach for the transition of horizontal diffusion across

the gray zone is introduced as

K
h
5K

D
1K

T
5P

L
(Dx/z

i
)(c

s
l
h
)2D/

ffiffiffi
2

p

1 [12P
L
(Dx/z

i
)]c

k
l
h
e1/2 , (40)

where KD is the diffusivity based on the deformation

(i.e., Smagorinsky-type formula), KT is the diffusivity

based on the TKE, and cs and ck are dimensionless

constants. The horizontal mixing length is defined as

lh 5 (DxDy)1/2, and D5 (DijDij)
1/2.

Using the partition function PL(D/zi), this approach

blends the Smagorinsky–Lilly closure based on the de-

formation for mesoscale simulation, with the TKE-

based subgrid mixing scheme for LES. When at the

mesoscale limit PL(D/zi)5 1 (Fig. 3), and the horizontal

diffusivity based on the Smagorinsky–Lilly formula is

obtained. At the LES limit, PL(D/zi)5 0, and the hori-

zontal eddy diffusivity is calculated by TKE, which re-

tains the formulation in the original 3DTKE model

(consistent with the vertical eddy diffusivity). Analo-

gous approaches that include the TKE term in the

FIG. 7. As in Fig. 4, but for the mean vertical momentum flux.
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deformation formula have been proposed (Lilly 1962;

Xu 1988; Janjić 1990). For example, Janjić (1990) pro-

posed a modified Smagorinsky-type parameterization for

the horizontal diffusion to blend with a TKE term that is

to account for the effects of horizontal diffusion caused

by unresolved physical processes (e.g., turbulent en-

trainment and detrainment). The horizontal diffusion is

strongly related to the vertical diffusion, especially for

the gray zone; they need to be treated in a physically

consistent way.

5. Idealized CBL simulations

a. Experiment setup

To evaluate the performance of the newly developed

3DTKE model, we compare it with that of the conven-

tional 1D TKE-based PBL schemes, and with CBL LES

results. Three PBL parameterizations in the WRF

Model are used in this study: theMellor–Yamada–Janjić

(MYJ; Janjić 2001), the Mellor–Yamada–Nakanishi–

Niino [MYNN; including the level-2.5 (MYNN2.5) and

level-3 (MYNN3) versions; Nakanishi and Niino (2004,

2006, 2009)], and the BouLac (Bougeault and Lacarrere

1989) schemes. To test the performance of the newly

developed 3DTKE scheme in the mesoscale, experi-

ments at resolutions of 9km, 3km, 1km, and 500m were

conducted.

b. Temperature and heat flux profiles

Figure 4 shows the vertical profiles of horizontally

averaged potential temperature at 4 h for the newly

developed 3DTKE, MYJ, MYNN2.5, MYNN3, and

BouLac experiments at various resolutions in compari-

son with the LES. All the experiments produce cooler

FIG. 8. Vertical profiles of potential temperature at resolutions of (a) 9 km, (b) 3 km, (c) 1 km, and (d) 500m. The

black lines are LES results, the red lines are from the new 3DTKE scheme (including the nonlocal heat flux term),

and the blue lines are from the new 3DTKE scheme without nonlocal heat flux term.
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mixed-layer temperatures than the LES profile, except

for the newly developed 3DTKE scheme. For the

3DTKE experiments, the temperature profiles are al-

most identical to the LES profile, except in the en-

trainment zone. As the resolution increases, the profiles

of potential temperature with the MYJ, MYNN2.5, and

MYNN3 schemes become closer to the LES profile. The

temperature profiles do not converge across the gray

zone, except for the newly developed 3DTKE scheme

and BouLac scheme, in which the horizontal grid size

has little effect on the mean profiles of the potential

temperature. The MYJ and MYNN2.5, the local

schemes, maintain an unstable profile in order to

produce a vertical heat flux through the local vertical

gradient of temperature, especially for the relatively

coarse resolutions (9 and 3km).

Figure 5 presents the vertical profiles of total vertical

heat flux for the five experiments in comparison with the

LES. The heat flux profiles for the newly developed

3DTKE andMYNN experiments are almost identical to

the LES profiles. In the entrainment zone, all the PBL

schemes underestimate the heat flux, but the newly de-

veloped 3DTKE scheme can capture the negative heat

flux. Efstathiou and Beare (2015) suggested that the

additional entrainment is bringing in warmer air from

the free atmosphere during the course of the integration,

increasing the mean temperature in the CBL. The un-

derestimation of warm air entrainment at the top of the

boundary layer might help explain why the PBL ex-

periments produce cooler mixed-layer temperatures

(Figs. 4b–e), except for the newly developed 3DTKE

scheme (Fig. 4a).

The comparisons between the newly developed

3DTKE scheme and conventional 1DTKE-based

PBL schemes indicate that the new 3DTKE scheme

can be used in mesoscale simulations, and its per-

formance is comparable to the conventional 1D PBL

schemes.

FIG. 9. As in Fig. 8, but for the mean wind.
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c. Wind and momentum flux profiles

The vertical profiles of the horizontally averaged ve-

locities u and total vertical momentum flux are shown in

Figs. 6 and 7, respectively. All the PBL schemes gener-

ally underestimate the velocities in the mixed layer,

except for the newly developed 3DTKE scheme. These

underestimations in PBL schemes might be due to

overestimations of surface drag (Fig. 7). Shin and Hong

(2011) suggested that the magnitude of surface drag

computed by the surface layer parameterization de-

termines the simulated mean wind speed. Shin and

Dudhia (2016) evaluated five PBL schemes and also

found that the momentum profiles are underestimated

in PBL schemes.

The u mean profiles for the new 3DTKE scheme are

the most similar to the LES profile. The u profile is well

mixed with a small gradient in the new 3DTKE scheme,

while in the PBL schemes it increases roughly linearly

with height to its geostrophic value. The wind profile

mainly depends on the vertical gradient of momentum

flux, not the magnitude of momentum flux. The results

show that the newly developed 3DTKE scheme can

reproduce the mean profile of velocity and momentum

flux well, indicating that the new 3DTKE scheme is

appropriate for mesoscale simulations.

d. Sensitivities to the nonlocal flux term

To make the original 3DTKE model suitable for

mesoscale simulations, the nonlocal terms (including

nonlocal heat/momentum flux) were added to the

3DTKE model. It is necessary to investigate the role of

nonlocal terms in the new 3DTKE scheme.

The role of nonlocal heat flux is presented in Fig. 8,

which compares the vertical profiles of potential

temperature from the newly developed 3DTKE

scheme with and without nonlocal heat flux at various

resolutions. At relatively coarse resolutions (Figs. 8a

and 8b), the role of the nonlocal heat flux is more

significant, which is consistent with the above theo-

retical analysis. Without considering the nonlocal ef-

fect, the simulated thermal profile needs to be

unstable in order to maintain the upward heat flux.

The relative importance of the nonlocal effect de-

creases with increasing le/D.

FIG. 10. Vertical profiles of horizontally averaged SGS heat flux for the (a) newly developed 3DTKE scheme, (b) MYJ, (c) MYNN2.5,

(d) MYNN3, and (e) BouLac experiments at resolutions of 3 km (solid), 1 km (dashed), 500m (dotted), and 250m (dot–dashed). The red

and black lines indicate results for experiments and coarse-grained LES, respectively.
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Figure 9 shows the vertical profiles of mean velocities

u from the new 3DTKE model with and without non-

local momentum flux. The neglect of the nonlocal mo-

mentum flux results in stronger shear in the mean

velocity profile, particularly at coarser resolutions.

As for the heat flux, the influence of the nonlocal mo-

mentum flux becomes insignificant as the resolution

increases.

e. SGS/resolved partitioning in the gray zone

To evaluate the newly developed 3DTKE scheme in

the gray zone, experiments at resolutions of 3 km, 1 km,

500m, and 250m were conducted. Figures 10 and 11

show the vertical profiles of horizontally averaged SGS

and resolved heat flux for the newly developed 3DTKE

scheme; MYJ, MYNN2.5, MYNN3, and BouLac ex-

periments at each grid size; along with the coarse-

grained LES profiles. Using the new 3DTKE scheme,

the profiles of the SGS and resolved heat flux are similar

to those from the coarse-grained data (Figs. 10a and

11a). The SGS heat flux is slightly underestimated in

comparison with the coarse-grained data (Fig. 10a),

while the resolved heat flux is slightly overestimated

(Fig. 11a). Some PBL schemes show good performance

at particular resolutions. For example, the MYJ scheme

produces SGS and resolved heat fluxes very close to

the coarse-grained profiles at a resolution of 250m

(Figs. 10b and 11b). Overall, the 1D PBL schemes fail to

reproduce the transition patterns of coarse-grained data

for the SGS and resolved heat flux across the gray zone.

The difference of the SGS heat flux in each 1D PBL

scheme from the coarse-grained profile is compensated

for by the corresponding resolved heat flux. Therefore,

the underestimated SGS heat flux will lead to an over-

estimation of the resolved heat flux. The profiles of total

heat flux remain similar at various resolutions (Fig. 5).

Figure 12 shows the vertical profiles of horizontally

averaged SGS momentum flux for the five experiments

at each grid size. Although the SGS momentum flux for

all experiments shows some difference from the coarse-

grained data, the newly developed 3DTKE scheme

shows the best performance in the gray zone.

Vertical profiles of resolved TKE from the new

3DTKE scheme (Fig. 13a) are compared with those

from the 1D TKE-based PBL schemes (Figs. 13b–e)

against the corresponding derived TKE using the

coarse-grained method (black lines). Profiles from the

PBL schemes exhibit irregular shapes (Figs. 13b–e).

FIG. 11. As in Fig. 10, but for the resolved heat flux.
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Despite some differences, the vertical TKE profiles in

the new 3DTKE scheme exhibit the same behavior as

the coarse-grained data (i.e., resolved turbulence is re-

duced as the grid size increases) (Fig. 13a). It should be

noted that in this case study of an idealized CBL, since

the new 3DTKE scheme is developed based on the LES

of the same idealized CBL and the same model,

the results from the comparison of coarse-resolution

simulations with the LES output may not really be in-

dependent. So, a more independent real-case evaluation

is shown in the next section.

6. Real-case simulations

To examine the performance of the new 3DTKE

scheme in a real-case simulation, a case with fair-

weather conditions is simulated using the new scheme

implemented in the WRF-ARW, version 3.8.1, run in

one-way nested mode. Simulations with two conven-

tional PBL schemes were also conducted to compare

with the new 3DTKE scheme. The PBL schemes used

were the MYNN2.5 and YSU parameterizations. Other

physical parameterizations used include a bulk micro-

physics scheme based on Thompson et al. (2008), the

Rapid Radiative Transfer Model with GCM applica-

tions (RRTMG) shortwave radiation scheme (Iacono

et al. 2008), and the RRTM longwave parameterization

scheme (Mlawer et al. 1997). No subgrid convective

parameterization scheme is used on either domain. The

new 3DTKE scheme, like any of the PBL schemes in

the WRFModel, represents subgrid mixing through the

prognostic TKE and the parameterized TKE-dependent

subgrid turbulent fluxes of momentum and scalar vari-

ables. WRF does not include any parameterization of

subgrid cloud formation, with grid-scale condensation be-

ing simulated by the aforementioned Thompson scheme.

The horizontal grid size (number of points) of the

three domains are 3 km (793 3 853), 1 km (805 3 805),

and 500m (1001 3 1001), respectively (Fig. 14). Initial

conditions for the 3-km resolution run are from the

National Centers for Environmental Prediction (NCEP)

Global Forecast System (GFS) analysis data on a 0.58 3
0.58 grid. The lateral boundaries are from GFS forecast

fields, and the time interval between forecasts is 6 h.

Initial and lateral boundary conditions for the finer-grid

runs (1 km and 500m) are obtained from coarse grid

runs (3 and 1km). Each simulation was run for 24 h,

starting at 0000 UTC 29 August 2016.

FIG. 12. As in Fig. 10, but for the SGS momentum flux.

2038 MONTHLY WEATHER REV IEW VOLUME 146



Figure 15 shows snapshots of vertical velocity at about

1 km above ground level (AGL) at 0500 UTC for sim-

ulations with 1-km and 500-m resolutions, for the

MYNN2.5 and YSU PBL schemes as well as the new

3DTKE scheme. The southeast–northwest convective

roll-type structures are produced in all runs. In the

new 3DTKE 1-km run, the intensity of the vertical

motion is stronger than in the YSU, and weaker than

in the MYNN2.5 run. Shin and Hong (2015) also

showed that the intensity of vertical motions, both

updrafts and downdrafts, is strengthened using their

new parameterization compared to the YSU scheme.

The results indicate that reasonable convective roll

structures are produced by the new 3DTKE scheme,

whose performance is comparable to the conventional

PBL schemes. Similarly, LeMone et al. (2010) simu-

lated convective roll structures using 1-km grid spac-

ing and 1D PBL schemes that were in good agreement

with satellite images.

At a resolution of 500m, the roll structures seen in

the 1-km run almost disappear in the MYNN2.5 run

(Fig. 15d), and convective cells become dominant. Using

the new 3DTKE scheme, the pattern of convection ap-

pearsmore irregular than in the 1-km runs, but the linear

roll structure is somewhat maintained (Fig. 15f). The

YSU run shows similar behavior to the new 3DTKE run,

but with weaker intensity (Fig. 15e). A 250-m resolution

visible Moderate Resolution Imaging Spectroradi-

ometer (MODIS)-Terra satellite image at 0240 UTC

29 August is shown in Fig. 16. The simulated horizontal

roll-like structures (Fig. 15) are similar in scale and ap-

pearance to the satellite cloud field. The cloud streets

depicted in the satellite image have linear roll structures

with the north-northwest–south-southeast orientation

similar to the model results. Likewise, LeMone et al.

(2010) found that a finer grid size can lead to more ir-

regular convection, with the roll structure becoming

more cellular with smaller grid size. Using the MYJ

scheme, Trier et al. (2004) also found the type of con-

vection changed from linear to more cellular when the

grid size decreased. The vertical velocity is shown in

Fig. 15 instead of the simulated cloud field because there

is a low bias in the cloud water content in the model

output. The lack of boundary layer clouds in the real-

case simulations is due to the overall dry biases in both

the model initial state and simulation (not shown).

Figure 17 shows vertical profiles of simulated poten-

tial temperature for runs with 1-km and 500-m resolutions

FIG. 13. As in Fig. 10, but for the resolved TKE.
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at 0500 UTC (1400 LST) 29 August at Baoshan,

Shanghai, China (31.408N, 121.458E), with corre-

sponding radiosonde measurements. The observed

potential temperature profile is near neutral. In the

1-km runs, the new 3DTKE and YSU runs produce

well-mixed boundary layers, while the thermal profile is

quite unstable in the MYNN2.5 run because of its local

mixing approach. In the 500-m runs, the profile in the

new 3DTKE run is weakly stable and close to the ob-

served, although it is slightly cooler than the YSU run.

The MYNN2.5 underestimates the temperature by

approximately 2K in the mixed layer.

Figure 18 shows the time series of the simulated 2-m

temperature compared to observations. The values are

averaged over 10 stations within the d03 domain. In the

1-km runs, the time series of 2-m temperature in all the

runs are similar but all indicate a cold bias. In the 500-m

runs, the result in the new 3DTKE run is nearly identical

to that in the YSU run. The MYNN2.5 run shows an

even greater cold bias (about 3K) compared to the ob-

served temperatures. Through the simulation inter-

comparison and comparison with observations, the new

3DTKE scheme shows the feasibility of replacing the

conventional PBL schemes.

The results from this real-case experiment show that

for the new 3DTKE scheme, the temperature profiles

and time series remain nearly identical, regardless of

the model’s resolution. It reduces the effect of the

parameterization as the model’s resolution in-

creases. The YSU scheme, which was originally de-

signed for mesoscale modeling, also shows the

insensitivity of temperature to resolution, but ap-

pears to prevent the dynamics from resolving any

additional features. The MYNN scheme tends to

allow more resolved features at the gray zone, but

the results seem unreasonable.

7. Conclusions and discussion

As the resolution of numerical weather prediction

models steadily increases, such that grid size becomes

comparable to the typical size of the largest energy-

containing eddies, the development of a more general

treatment of horizontal and vertical subgrid turbulent

mixing is required to overcome the energetic in-

consistency of the conventional parameterization

approach. To this end, a coherent, generalized pa-

rameterization scheme based on the full 3D TKE

prognostic equation has been developed in WRF. In

this study, the original 3DTKE model that is com-

monly used as the LES SGS model is extended to the

mesoscale limit. An algorithm for transitioning be-

tween LES and mesoscale limits was presented,

along with specific closure assumptions for the de-

terminations of nonlocal heat and momentum fluxes,

the master mixing length, and the horizontal diffusion.

The results from idealized CBL and real-case simu-

lations show that the new 3DTKE scheme can be used

in mesoscale simulations, and its performance is

comparable to the conventional 1D PBL schemes. For

simulations with resolutions ranging from 3 km to

250m, the newly developed 3DTKE scheme led to

improved representation of CBL heat and momentum

fluxes, as well as potential temperature profiles. The

scheme is appropriate for the LES and mesoscale

limits, and for the range of scales in between.

The 3D subgrid mixing parameterization is needed,

especially for the region where the assumption of hori-

zontal homogeneity is violated (e.g., complex terrain or

sea breeze). Recently, Muñoz-Esparza et al. (2016)

discussed the limitations of 1D PBL schemes in re-

producing mountain-wave flow, and suggested the ne-

cessity to develop 3D PBL schemes. The newly

developed 3DTKE scheme in this study provides the

possibility to consider the all the components of the

Reynolds stress tensor in a coherent, more general

framework. The development makes it feasible to re-

place conventional 1D PBL schemes with the scale-

adaptive 3D TKE-based scheme.

In this study, we introduced a pragmatic blending

approach for the transition of horizontal diffusion across

FIG. 14. Model domains for real-case simulations. Outermost

domain (d01) resolution is 3 km, intermediate domain (d02) is

1 km, and innermost domain (d03) is 500m.
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the gray zone, which blends the Smagorinsky–Lilly

closure based on the deformation for mesoscale simu-

lation, with a TKE-based subgrid mixing scheme for

LES. However, in the gray zone, there are no proper

horizontal diffusion parameterizations in numerical

models yet. It is important to note that Ito et al. (2014)

derived the horizontal eddy diffusivity in a CBL and

presented vertical profiles of horizontal eddy diffusivity

and length scale, but the eddy diffusivity is only appli-

cable to scalar-field gradients on horizontal scales larger

than the convection cells. That is, there is no scale

transition for the derived horizontal eddy diffusivity to

be applicable to the resolutions close to the LES limit.

Some explicit horizontal diffusion processes are im-

plemented for mostly numerical purposes (e.g., to re-

move small-scale noise with wavelengths of 2–4 times

the grid intervals; Xue 2000; Knievel et al. 2007;

Langhans et al. 2012). Others are meant to mimic SGS

turbulence processes that are unresolved (Smagorinsky

1963). In practice, many horizontal diffusion processes

are used at once in the numerical model, which makes it

more difficult to distinguish their individual effects.

Recently, multiple studies have addressed the im-

portance of horizontal diffusion in more realistic cases,

and attempted to evaluate and quantify the horizontal

diffusion based on more physical processes (Bryan and

Rotunno 2009; Rotunno and Bryan 2012; Bryan 2012;

Machado and Chaboureau 2015). Honnert (2016) cal-

culated the horizontal mixing length from LES of neu-

tral and convective cases in the gray zone resolutions.

The parameterization of horizontal diffusion is still one

of the most uncertain aspects in NWP models; there is

no theory for how to quantify the intensity of horizontal

diffusion, and few observations are available to con-

strain the adjustable settings (e.g., horizontal mixing

length lh). Hanley et al. (2015) investigated the sensi-

tivities of the storm morphology and statistical proper-

ties to the horizontal diffusion, and evaluated it against

FIG. 15. Horizontal distributions of vertical velocity at z 5 1 km over the d03 subdomain at 0500 UTC 29 Aug 2016, for the 1-km

resolution runs of (a) MYNN2.5, (b) YSU, and (c) new 3DTKE, and for the 500-m resolution runs of (d) MYNN2.5, (e) YSU, and

(f) new 3DTKE.
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the Met Office rainfall radar network. Evaluating and

developing the horizontal diffusion parameterization

using observations may be the future direction.

Because we sought to identify the key issues in sim-

ulating the boundary layer and utilize them to design the

new 3DTKE scheme aiming at scale adaptivity, the

analysis of LES data is limited to the dry CBL. Even

though the newly developed 3DTKE scheme improved

the gray zone simulation of the idealized CBL, the

complexity of the real world is such that the perfor-

mance of the new scheme turned out to be neutral in the

real-case evaluation, indicating that there are remaining

issues in the new scheme that need to be addressed in the

future. For example, the analysis of a cloud-topped

boundary layer LES is also needed to evaluate the al-

gorithm used in this study. In addition, the background

diffusion and the free atmospheric mixing above the

PBL are also important in real-weather forecasting. All

these will be addressed in future work.
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APPENDIX

Partition Functions for Heat Flux and Turbulent
Kinetic Energy

The partition functions are obtained by fitting to the

LES data. The functions are nearly identical to those of

Shin and Hong (2015), except a few constants are tuned

to fit our LES data. By fitting the LES data, the partition

functions of the SGS nonlocal and local flux in themixed

layer (i.e., 0:2# z/zi # 0:6) are given as

P
NL
(D/z

i
)5 0:243

(D/z
i
)2 1 0:936(D/z

i
)7/8 2 1:11

(D/z
i
)2 1 0:312(D/z

i
)7/8 1 0:329

1 0:757

(A1)

and

P
L
(D/z

i
)5 0:280

(D/z
i
)2 1 0:870(D/z

i
)1/2 2 0:913

(D/z
i
)2 1 0:153(D/z

i
)1/2 1 0:278

1 0:720:

(A2)

The resulting curves are presented in Fig. 3.

The partition function of TKE is identical to that of

Honnert et al. (2011), which is given as

P
TKE

(D/z
i
)5

(D/z
i
)2 1 0:07(D/z

i
)2/3

(D/z
i
)2 1 0:142(D/z

i
)2/3 1 0:071

. (A3)

For simplification, the height dependency of the par-

tition functions is ignored, only partition functions in the

mixed layer are used in this study.
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